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SUMMARY

· Over 9+ years of experience in IT Industry and 3+ years of experience as a DevOps Engineer in application configuration, code compilation, packaging, building, automating, managing and releasing code from one environment to other environment and deploying to servers and fixing issues on failures
· Experience in creating the company’s DevOps in a mix environment of Linux (RHEL, Ubuntu) servers along with creating and implementing a cloud strategy based on AWS servers.

· Experience in AWS services like EC2, VPC, S3, EBS, ELB, Cloud watch, RDS, ECS, and IAM Services.
· Good understanding of the principles and best practices of SDLC and Agile Methodology

· Excellent proficiency in Build, Release and DevOps Processes & Microservices Architecture

· Extensively worked on Jenkins for CI/CD and for End to End automation for all build and deployments by using pipeline as a code(Groovy Script)
· Experience in and demonstrated understanding of source control management concepts such as branching, merging, labelling and integration with CICD (Jenkins) pipeline
· Experience in Creating and managing the branches and repositories in GitHub, creating and reviewing Pull Requests to merge into master branches to avoid conflicts   

· Experience in building & deploying applications and troubleshooting the build & deploy failures

· Extensive experience in using Build Automation tools like Maven
· Experience in configuring automatic scaling of pods using labels, selectors on cluster nodes, scheduling the pods on specific nodes as per the requirement.

· Having good experience in writing the Ansible playbooks as per the requirement.

· Good experience on Installing and configuring DevOps tools like Git, Jenkins, Docker, Ansible
· Proficient on AWS cloud such as to manage and configure EC2, S3, EBS, AMI, ELB, VPC
· Working on BAU activities including system monitoring, verifying the integrity and availability of all services, reviewing system and application logs

· Good Experience on Production Support  (L2 level ) and Good understanding on ITIL 

· Handling disk space, port down, unreachable, CPU usage, open files & Success rate of service issues handling in SLA times.
· Kept track of all releases and request of the developers through infrastructure management tool

· Trouble shooting and resolving the application unavailability issues and providing RCA 
· Managing & distributing the workload among the team members. Actively interacting with teammates and helping them out in any issues.

· Documented daily meetings, build reports, release notes and many other day-to-day documentation and status reports.

· Self-motivated and have good analytical, problem solving, excellent communication as well as interpersonal skills both oral and written and have the ability to work either independently with little or no supervision or as a member of team.
· Quick learner with strong communication and people skills who can work in a team or independently.

SKILLS PROFILE

Operating Systems

: Red hat & Ubuntu Linux, Windows

Application Servers

: Tomcat, JBOSS
Web Servers


: Apache, Ngnix
Version Tools


: GIT 
Ticketing Tools


: JIRA, BMC Remedy and Service Now

Build Tools


: Maven 
Monitoring Tool

: Splunk.
Scripts



: Shell, Groovy.
Cloud



: AWS

DevOps Tools


: Jenkins, Ansible, Chef, Docker

EDUCATION DETAILS:

· B.com from ANDHAR UNIVERSITY 2003.
PROFESSIONAL EXPERIENCE

· Working in Techzert Hyderabad from Feb’18 –july21.

· Worked in Mindtree Bangalore from Oct’14 – Jan’18.
· Worked in Capgemini Bangalore from Feb’12 – Sep’14. 
Mabanee group Kuwait                                                                                                             Feb'18 – Till Date
Sr software Engineer
Mabanee Company is a Kuwaiti shareholding company with a paid-up capital of 50 million Kuwaiti dinars. Mabanee is listed under the real estate sector on the Kuwait Stock Exchange since 1999.
                   Mabanee is owned by a prestigious list of Kuwait's top institutions and high net worth individuals currently exceeding 1,500 shareholders. The Company operates under three main business lines: Real Estate, Investment and Construction.
Roles & Responsibilities:

· Creating and building Docker images, containers and writing docker file to create custom images and issue troubleshooting and Implemented Microservices using Docker.

· Resolving issues and continuous improvement of Dockerized environment both on dev, QA, pre-production and Production Environment.

· Implemented Master–Slave concept in Jenkins to achieve Load Balancing.

· Implantation of Jenkins pipeline job configurations and access permissions for various groups and issue troubleshooting for pipeline jobs.

· Debug and resolve issues related to Jenkins job failures, job permissions and involved in Jenkins master slave architecture related issues resolution

· Planning and Implementation of VM’s and Databases on Azure Public cloud, MySQL, MongoDB and Redis Database.

· Implementation and troubleshooting MYSQL InnoDB cluster for all DEV, UAT, and PROD environments.
· Responsible for installation & configuration of Jenkins to support various Java builds and Jenkins plugins to automate continuous builds and publishing Docker images to Docker-Hub repository.

· Containerized all related applications- Spring Boot Java and Node.Js applications using Docker.
· Used Jenkins and pipelines to drive all microservices builds out to the Docker registry and then manage and deploy to Kubernetes, Openshift environment.

· Executing YAML file to create Pods, Deployments, Services and Generating secrets to access some Docker-hub Registry and DataBases.

· Creating RBAC for users in Kubernetes cluster.

· Execution of shell scripts from Jenkins jobs for builds at DEV, QA, UAT, and PACKAGE and DEPLOY level.

· Worked closely with QA Teams, Project Teams and Product Operations teams to identify QA and UAT cycles release schedule to non-prod and prod environments.

· Configured SonarQube in Jenkins that measure and analyze quality of source code(JAVA)

· Configured Email Notifications in Jenkins after every successful and failed build.

· Involved in migration of Tomcat server from Tomcat Version 6 to Version 7.

· Managing and Monitoring Jenkins (Auditing, Project based Security, Authorization and access management)

· Maintained build and deployment procedures and resolved configuration management issues, created Branches for each release for particular environment, making baselines and Merging of branches using GIT.

· Used Maven and Ant as build tools to generate JAR, WAR and EAR and configured in Jenkins to move files from one environment to another.

· Created Ansible playbooks and Chef Cookbooks to enable automation of infrastructure deployment.

· Used Ansible for server provisioning and infrastructure automation, release automation and deployment automation, Configure files, commands and packages.
· Maintaining source code repository for all major and minor releases

· Created CICD pipelines in Jenkins for continuous build & deployment and integrated Junit and SonarQube plugins in Jenkins for automated testing and for Code quality check

· Writing build(Maven)and deployment scripts to automate build & deployment of the application

· Identify, troubleshoot and resolve issues related to build and deployment process.

· Managed Nexus repositories to download the artifacts (jar, war & ear) during the build.

· Writing  pipeline (Jenkins file) to automate the release and deployment process

· Responsible for writing Ansible playbooks as per the requirement 

· Created the Release notes along with the SCM team and released the Deployment instructions to Application Support
· Monitoring CPU utilization, JVM memory utilization, finding process id with port number and resolving port conflicts using various Linux commands.

Network Rail, UK






      
           Oct 2014 – Jan 2018
Network Rail is the owner (via its subsidiary Network Rail Infrastructure Ltd, which was known as Railtrack plc before 2002) and infrastructure manager of most of the railway network in Great Britain. Network Rail is an arm's length public body of the Department for Transport with no shareholders, which reinvests its income in the railways.

Network Rail's main customers are the private train operating companies (TOCs), responsible for passenger transport, and freight operating companies (FOCs), who provide train services on the infrastructure that the company owns and maintains. Since 1 September 2014, Network Rail has been classified as a "public sector body”
Roles & Responsibilities:

· ITIL processes – Incident Management, Change Management & Problem Management.

· Taking action with a group of 'smart' people to figure out what can be done to alleviate any identified bottlenecks

· Ensure all Incident Records / Service Requests tickets are all being processed in a timely manner too long before being assigned.

· Checking on assignment accuracy and reassignment.

· Investigating aging Incident Records / Service Requests and details / analysis around why certain SA’s tend to have more of a backlog than others and recommend action for improvement.

· Monitoring SLA of the Incidents, Undertake gap analysis and process mapping

· Generating Reports for all the Incidents and changes from Remedy 7.5.

· Monitoring the Queue and assigning the Incident to the SA’s.

· Analyzing the tickets and routing to the particular team without missing the Time to Own (TTO).     

· Responsible for joining bridge calls (P1/P2).

· Produces regular management report.

Honeywell., USA




   


         Feb 2012 – Sep 2014
Role: DevOps Engineer


Honeywell International, Inc. is an American multinational conglomerate company that produces a variety of commercial and consumer products, engineering services, and aerospace systems for a wide variety of customers, from private consumers to major corporations and governments
Roles & Responsibilities:
· ITIL processes – Incident Management, Change Management & Problem Management.

· Taking action with a group of 'smart' people to figure out what can be done to alleviate any identified bottlenecks

· Ensure all Incident Records / Service Requests tickets are all being processed in a timely manner too long before being assigned.

· Checking on assignment accuracy and reassignment.

· Investigating aging Incident Records / Service Requests and details / analysis around why certain SA’s tend to have more of a backlog than others and recommend action for improvement.

· Monitoring SLA of the Incidents, Undertake gap analysis and process mapping

· Generating Reports for all the Incidents and changes from Remedy 7.5.

· Monitoring the Queue and assigning the Incident to the SA’s.

· Analyzing the tickets and routing to the particular team without missing the Time to Own (TTO).     

· Responsible for joining bridge calls (P1/P2).

· Produces regular management report.
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