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PROFESSIONAL SUMMARY:
· IT Professional with about 7 years of experience in Infrastructure automation, code migration, Configuration Management and system administration.  

· Experience in assisting Applications & teams across Remote and Local geographical locations as part of Support experience in creating complex IAM policies for delegated administration within AWS. 

· Experience in system administration working on multiplatform VMware, LINUX (Redhat 5/6/7, SUSE 9/10), UNIX (Oracle Solaris 9/10) and Windows server 2003 & 2008.

· Expertise in Amazon AWS Cloud Administration which includes services like: EC2 , S3 , EBS , VPC , ELB , AMI , SNS  RDS, IAM , Route 53 , Auto scaling , Cloud Front , Cloud Watch , Cloud Trail, Lambda, Cloud Formation , Security Groups.

· Installed and configured an automated tool Puppet that included the installation and configuration of the Puppet master, agent nodes and an admin control workstation. 

· End - to-end configuration management using Chef, including recent spikes of Docker, Vagrant and Terraform.

· Proficient with Splunk architecture and various components (indexer, forwarder, search head, deployment server), Heavy and Universal forwarder, License model. 

· Wrote Shell, Bash, python, Perl and Ruby scripts for day to day administrative tasks and for managing users.

· Designed roles and groups using AWS  Identity Access Management ( IAM ) maintained user accounts , RDS, Route 53, VPC, RDB, Dynamo DB, SES, SQS & SNS services in AWS .

· Experienced in designing AWS and Azure cloud models for Infrastructure-as-a-Service(IaaS), Platform-as-a-Service(PaaS) and Software-as-a-Service(SaaS).

· Worked closely with users, managers and analysts in the design, development and testing of Teradata Database and Web Applications.

· Experience working with high availability, high performance, multi-data center systems and hybrid cloud environments.

· Wrote Shell, Bash, python, Perl and Ruby scripts for day to day administrative tasks and for managing users.

· Have good knowledge in Microsoft Azure platform.

· Hands-on experience in cloud PAAS, IAAS, SAAS.  

· Experience in managing knowledge objects like dashboards, workflow actions using Splunk Power design.

· Developed, evaluated and documented the installation of Splunk for management purpose.

· Experience in real-time monitoring and alerting of applications deployed in AWS using Cloud Watch, Nagios, Cloud Trail and Splunk. 

· Used Kubernetes to deploy scale, load balance, scale and manage Docker containers with multiple name spaced versions.

· Knowledge on continuous integration tool Jenkins for End to End automation for all build and deployments. 

· Proficient in Linux  Utilities: KICKSTART, SSH, FTP, AUTOFS, Quota Management, wrappers, User Management, Process Management, Memory Management, and Text processing tools, Log Management, Package Management, Disk Management and Swap Partition/Files Management. 

· Implemented STASH for internal and external development teams and migrated existing SVN Source Repos to GIT  

· Implemented a Continuous Delivery pipeline with Docker, Jenkins and GitHub and AWS   AMI's, whenever a GitHub branch gets started, Jenkins, our Continuous Integration server, automatically attempts to build a new Docker container from it. 

· Created a CI/CD pipeline to deploy containerized applications using Docker in the AWS cloud for Dynamic scaling capabilities. 

· Highly involved in Configuring, monitoring and multi-platform servers by defining Chef server from workstation to manage and configure Chef nodes. 

· Created Puppet/Chef manifests using Ruby code for Configuration Management to manage Web Applications, Config Files, Databases, Users Mount Points, packages, metric collection and monitoring etc.

· Performing configuration management tasks on 500+ servers with the aid of Puppet/Chef Master Server and involved in writing Puppet/Chef manifests for customized configuration management.

· Created alerts, Schedule searches and Dashboards using Post Process Search in Splunk.

· Install and configured Apache, Debian, Nagios, MySQL , SQL server. 

· Publishing Blueprints, Provisioning the Environments and Deployment of PAAS Web\Worker roles through DevOps Catalog Tool.

· Experienced in Writing Chef Recipes to automate our build/deployment process and do an overall process improvement to any manual processes.

· Experience on real-time data platform which will be correlated with Cisco’s data platforms over time and give joint customers the richest end-to-end view in real-time, allowing for better remediation and automation and smarter business decisions through AppDynamics.

· Managing security groups on AWS and custom monitoring using cloud watch.

· Planned, scheduled and Implemented OS patches on both Solaris & Linux boxes as a part of proactive maintenance. 

· Experienced with Splunk technical implementation, planning, customization, integration with big data and statistical and analytical modeling. 

· Experience in Infrastructure Development and Operations, involved in designing and deploying utilizing almost all the AWS stack like EC2, EBS, S3, VPC, RDS, SES, ELB, Auto-scaling, Cloud-Front, Cloud-Formation, Elastic-Cache, Cloud-Watch, SNS, Route 53. Automate provisioning and maintaining large number of servers on AWS instances.

· Experience working with Monitoring tools such as Cloud Watch.

· Expertise with Maven Dependency, plugin and nexus repository management during the builds.

· Experience in working on AppDynamics includes application topology mapping, “zero-configuration” out of the box functionality, and cloud aware communications approaches in its product.

· Provided support for creating Jobs. Configuration of Jenkins  to trigger auto deployment 

· Used Ansible to manage Web applications, Environments configuration Files, Users, Mount points and Packages. 

· Install and configure Splunk to monitor application and server logs. 

· Good knowledge on Kerberos authentication, automated the process of WinBind -Samba configuration through Chef Recipes. 

· Extensively worked on Hudson, Jenkins and Team City for continuous integration and for End to End automation for all build and deployments. 

· Designed and developed database schemas using Teradata Relational Data Warehouse.

· Strong knowledge and experience on AWS , specifically in Lambda , IAM , API Gateway , Dynamo DB , S3 , Cloud Front , VPC , EC2.

TECHNICAL SKILLS:
	Languages
	Perl scripting, UNIX Shell-Bash scripting, JAVA/J2EE, CGI, VB/C#.NET



	Operating Systems
	Windows, Linux, Solaris

	Build Tools

	Git, SVN, ClearCase, Visual Source Safe, CVS, JIRA, MS TFS



	Deployment Tools
	Make, Team Build, ANT, Maven 2.0, Hudson, and Cruise Control

	Web Servers
	Puppet, Ansible, Chef.

	Databases
	MS Access, MYSQL, MS SQL Server 7.0/2000, Oracle



	Testing Tools
	WinRunner, TestDirector, LoadRunner and Quality Center



	Others
	Rational Requisite Pro, Rational Rose, SharePoint, MS, MS-OFFICE




PROFESSIONAL EXPERIENCE:
Lincoln Financial Group – Atlanta GA   







Jan 2019 to Present                        

AWS and DevOps Engineer  








 
Responsibilities: 

· Working as a DevOps Engineer for a team that involves three different developments teams and multiple simultaneous software releases.

· Used Chef to manage Web Applications, Config Files, Database, Commands, Users, Mount Points, and Packages.

· Using Packer, Terraform and Ansible, migrate legacy and monolithic systems to Amazon Web Services.

· Provided access to data necessary to perform analysis on scheduling, pricing, bus bunching and performance. Queries in the Redshift environment performed 100-1000x faster than in legacy environments. 

· Created a Python process hosted on Elastic Beanstalk to load the Redshift database daily from several source 

· Developed Chef recipes to configure, deploy and maintain software components of the existing infrastructure.

· Implemented Chef best-practices and introduced Berk shelf and Test Kitchen to facilitate a more natural cookbook development workflow using Food Critic.

· Proposed industry best branching strategies and created branches to implement parallel development in fast paced agile environment.

· Planned and executed the migration from Bugzilla-based bug-tracking into the Atlassian-based suite (JIRA, Confluence).

· Quality Assurance core member for design improvement of the 80cm Torque 45x45 delivery system including gap analysis in validations and qualifications.

· Involved in Quality Audits, troubleshooting issues and created Quality Alerts for safety components in JIT Sub-Assembly.  

· Managed the implementation team to coordinate installation, template/table development, interface efforts, training, roll-out dates and on-going support for EPM/EMR. 

· Experience with migration to Amazon web Services AWS from Datacenter.

· Assigned Roles and Policies to Users, Security Groups by using Identity and Access Management (IAM) service in AWS.

· Installed and configured Data Dog, AppDynamics, Nagios, New Relic, Zabbix monitoring tools while using it for monitoring network services and host resources.

· Worked with this monitoring application i.e., AppDynamic which always really been application performance monitoring, when required little management occurring outside of triggering manual processes requiring the attention of operators and developers.

· Worked on watching every line of code and tried to understand how their code impacts user experience and application and infrastructure performance, while providing real-time insight into everything going on in digital business. This process can be easily evaluated with the performance testing by AppDynamics.

· Configuring and Networking of Virtual Private Cloud (VPC). Written Cloud-Formation templates and deployed AWS resources for dev, test, staging and production.

· Provide high durability of the available data using data storage in the AWS S3 bucket, versioning S3, lifecycle policies. Also, webhosting the data from the S3 bucket by creating URL's.

· AWS VPC is one of the most commonly used SDN implementations, and can be configured by Terraform.

· Worked extensively on Splunk  Enterprise Deployments and enabled continuous integration on as part of configuration (props.conf,Transforms.conf, Output.confg) management. 

· Installed and administer Atlassian tool set including JIRA, Confluence.

· Installed and administered nexus repository and created roles and privileges to restrict access to the users.

· Hands on experience in creating and customizing Splunk applications, searches and dashboards.

· Using Packer, Vagrant, and Ansible, automate the deployment, provisioning and maintenance of our local development systems.

· Configure an Ansible playbook to harden RHEL 7 servers to STIG guidelines.

· Developing scripts for build, deployment, maintenance and related tasks using Docker.

· Environment provisioning solutions using Docker.

· Implemented a Continuous Delivery pipeline with Docker, Jenkins and GitHub and AWS AMI's, whenever a new GitHub branch gets started, Jenkins, our Continuous Integration server, automatically attempts to build a new Docker container from it, The Docker container leverages Linux containers and has the AMI baked in.

· Converted our staging and Production environment from a handful AMI's to a single bare metal host running Docker.

· Evaluated Mesos/Marathon and Kubernetes for Docker container orchestration.

Environment: Jenkins, Bamboo, Ansible, CHEF, AWS, Docker, SVN, GIT, Shell, Python, Splunk ,Restful API, Scrum, VMware, DynamoDB, RedShift, Terraform, Quality Assessment, Tomcat, Shell, Perl, Nexus, Splunk, Nagios, Nginx, AppDynamics.

Progressive Corporation - Mayfield, OH







Jun 2017 to Dec 2018
DevOps/AWS Engineer

Responsibilities:

· Design roles and groups using AWS identity and access management (IAM), and manage network using Security Groups, Network Access Control Lists with services provided by IAM.

· Document system configurations, Instances, Operating Systems, and AMI build practices, backup procedures, troubleshooting guides, and safe keep infrastructure and architecture updated with appending.

· Configuring and implemented an OpenStack SDN infrastructure to enable massive dynamic scaling of compute and storage resources.

· Experience in working with an Agile / Scrum environment and daily standup meetings.

· Developed and supported key pieces of the company's AWS cloud infrastructure. Built and managed a large deployment of Ubuntu Linux instances systems with OpsCode.

· Debug existing automation code and test to confirm functionality within AWS/EC2.

· Support application deployments, building new systems and upgrading and patching existing ones through DevOps methodologies.

· Build servers in cloud based and physical infrastructure.

· Since DynamoDB only stores data as key/value pairs, worked to strategize how to convert the MongoDB JSON document.

· Created playbooks for OpenStack deployments and bug fixes with Ansible.

· Used Bash and Python, included Boto3 to supplement automation provided by Ansible and Terraform for tasks such as encrypting EBS volumes backing AMIs and scheduling Lambda functions for routine AWS tasks.

· Used the AWS-CLI to suspend an AWS Lambda function processing an Amazon Kinesis stream, then to resume it again.

· Configured alerts for relevant mongo metrics.

· Provide oversight and guidance for the architecture; develop best practices for application hosting, and infrastructure deployment for each application hosted with AWS and Docker containers.

· Utilize AWS CLI to automate backups of ephemeral data-stores to S3 buckets, EBS and create nightly AMIs for mission critical production servers as backups.

· Worked with CloudTrail, CloudFront, and Glacier services.

· Design EC2 instance architecture to meet high availability application architecture and deploying, configuring, and managing servers in AWS.

· Support, troubleshooting and problem resolution for the developed Cloud Formation scripts to build on demand EC2 instance formation.

· Kafka messaging systems has been used for large scale message processing applications. Kafka with Apache Storm used to handle data pipeline for high speed filtering and pattern matching.

· Continuous deployment, continuous integration, and promoting Enterprise Solution deployment assets to target environments.

· Built Cassandra Cluster on both the physical machines and on Aws.

· Used Ansible and automation tool to automate the Cassandra Tasks such as New installations configurations and Basic Server Level Checks.

· Use Amazon RDS MySQL to perform basic database administration. Set up DynamoDB for NoSQL data for other teams on lightweight Docker containers with elastic search and quick indexing.

· Utilized Ansible for configuration management of hosted Instances within AWS.

· Integrated existing systems into AWS/EC2 cloud infrastructure. Built/maintain ansible playbooks and used that to push out bi-weekly application updates.

· Elastic Load Balancer, and DNS services with amazon Route 53.

· Manage AWS and install web certificates (SSL, Client Authentication Certificates).

· Performed all necessary day-to-day Subversion/GIT support for different projects and Responsible for design and maintenance of the Subversion/GIT Repositories, views, and the access control strategies.

· Migrating a production infrastructure into an Amazon Web Services VPC utilizing AWS CloudFormation, EC2, S3, Chef/OpsWorks, CloudWatch, CloudTrail, EBS, Route 53, IAM etc. This included migrating a number of production MySQL databases into RDS/ ElastiCache, rewriting a large set of monolithic recipe-based cookbooks as Provider and Attribute-driven wrapper cookbooks.

· Setup up and maintenance of automated environment using Chef recipes and cookbooks within AWS environment.

· Designed, deployed and integrated Splunk Enterprise with the existing system infrastructure and setup configuration parameters for Logging, Monitoring and Alerting.

· Support various web services including Apache Tomcat.

· Created web services, WSDL and web methods with Annotation in hibernate, used the spring container for data source and to load the Hibernate specific classes.

· Coded Java backend, JSP, JavaScript, Business classes.

· Established Chef best practice, approaches to systems deployment with tools such as vagrant, test-kitchen and the treatment of each Chef cookbook as a unit of software deployment, independently version controlled.

· Security conscious in all the system administration, development and tools configuration management.

· Coordinate release activities with Project Management, QA, Release Management and Web Development teams to ensure a smooth and trouble-free roll out of releases.

· Analyzing the tools and application architecture and implement it on different environments, making it more user-friendly for the application team.

Environment: AWS (IAM, EC2, S3, EBS, Glacier, ELB, CloudFormation, CloudWatch, CloudTrail, SNS, SQS, Route53, RDS), OpenStack, Git, Chef, Splunk, Terraform, Bash, Shell, DynamoDB, RHEL 4/5/6, CentOS, Open SUSE, Apache Tomcat.

Bank of America – Charlotte NC








Dec 2015 to May 2017
DevOps engineer

Responsibilities:

· Involved in designing and deploying a multitude applications utilizing almost all of the AWS stack (Including EC2, Route53, S3, RDS, Dynamo DB, SNS, SQS, IAM) focusing on high-availability, fault tolerance, and auto-scaling.

· Migrated the current Linux environment to AWS/RHEL Linux environment and used auto scaling feature.

· Install and configure chef server / workstation and nodes via CLI tools to AWS nodes.

· Increasing EBS backed volume storage capacity when the root volume is full using AWS EBS Volume feature.

· Created AWS Route53 to route traffic between different regions.

· Deployed and supported Memcache-AWS ElastiCache.

· Working with GitHub private repositories.

· Created S3 backups using versioning enable and moved objects to Amazon Glacier for archiving purpose.

· Used Chef for configuration management.

· Used GZIP with AWS Cloudfront to forward compressed files to destination node/instances.

· Created users and groups using IAM and assigned individual policies to each group.

· Created SNS notifications and assigned ARN to S3 for object loss notifications.

· Created load balancers (ELB) and used Route53 with failover and latency options for high availability and fault tolerance.

· Configured Security group for EC2 Window and Linux instances and also for puppet master and puppet agents.

· Build out server automation with Puppet and used other tools like Jenkins/Maven for deployment and build management system.

· Good understanding of ELB, security groups, NACL, NAT, firewall and Route 53.

· Designed and developed automation test scripts using Python.

· Configured web servers (IIS, nginx) to enable caching, CDN application servers, and load balancers.

· Deployed and supported Memcache-AWS ElasticCache.

· Involved in maintenance and performance of Amazon EC2 instances.

· Established efficient processes and scripts for change management with the aid of Chef.

· Diagnose issues with Java applications running in Tomcat or JBoss.

· Created and maintained Jenkins jobs that execute shell script.

· Involved in designing and developing Amazon EC2, Amazon S3, Amazon SimpleDB, Amazon RDS, Amazon Elastic Load Balancing, Amazon SQS, and other services of the AWS infrastructure.

· Implemented Security groups for Inbound/Outbound access.

· Support JIRA Project Administration involving custom, complex projects, workflows, security schemes, custom fields etc.

· Created AWS Multi-Factor Authentication (MFA) for instance RDP/SSH logon, worked with teams to lock down security groups.

· Setup specific IAM profiles per group utilizing newly released APIs for controlling resources within AWS based on group or user.

· AWS data backup (snapshot, AMI creation) techniques, along with data-at-rest security within AWS.

Environment: Java, Maven, Openstack, Ansible, Jenkins, Jira, Jenkins, Linux, Weblogic, Subversion, Shell scripting.
Amforma IT Private LTD – IN 


             





  July 2013 to Nov 2015
Linux/UNIX Administrator
Responsibilities:

· Set up and configuring of Linux (Redhat) and Solaris servers/workstations for clients.

· Configuring the NFS servers, setting up servers in network environment and configuring FTP/NTP/NIS servers, clients for various departments and clients.

· Handling the scheduling tasks (cron jobs and task scheduler) for the scripts for various purposes.

· Daily execution of build ops in an automated and continuous process.

· Involved in support databases and performed MS SQL upgrades running on Windows servers.

· Creating a change requests, work orders and problem tickets using BMC Remedy tool and getting approvals from higher officials.

· Compiling code to move into test environments via automated processes.

· Installation, configuration and administration of Linux (Redhat, CentOS).

· Configuring network services such as DNS/NFS/NIS/NTP for UNIX/Linux Servers.

· Troubleshoot build and deploy failures, and facilitate resolution.

· Troubleshoot complex issues ranging from system resources to application stack traces.

· Improve speed, efficiency and scalability of the continuous integration environment.

· Logged all events to log files.

· Extensive knowledge of Linux/Windows based systems including hardware, software and applications.

· Experience in development with Perl, Python, PowerShell or other scripting languages.

· On-call support for 24/7 for troubleshooting production issues.

· Project Management for various UNIX/Linux/Windows system integration projects.

Environment: RHEL, Solaris, AIX and Windows, ShelliPlanet4.1, Python, BMC Remedy, Sun One 6.1, IIS 6.0, Windows 2008, Linux

